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Structured and Natural Responses 
Co-generation for Conversational Search
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Introduction: Conversational Search Systems

 Real-life applications: personal assistants and industrial chatbots

Can you see if there are any entertainment 

attractions in the centre of town?

Unfortunately, there are no entertainment 

attractions in the centre of town. Is there a 

different area of town that would work for you?

What about a museum?

Yes, there are 11 museums. I 'd recommend

Broughton House Gallery. It 's at 98 King Street 

and has free entrance. Would that work for you ?

Yes, that will work great.

attraction recommendation

hotel booking

restaurant reservation

product search in e-commerce

 Such systems aim to facilitate people with services through natural language conversations
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Introduction: Conversational Search Systems
 Ultimate goals for a conversational search system:

Can you see if there are any entertainment 

attractions in the centre of town?

Unfortunately, there are no entertainment 

attractions in the centre of town. Is there a 

different area of town that would work for you?

What about a museum?

Yes, there are 11 museums. I 'd recommend 

Broughton House Gallery. It 's at 98 King Street 

and has free entrance. Would that work for you ?

Yes, that will work great.
Natural Responses 

Structured and Natural Responses Co-Generation (Co-Gen)

Attraction – No offer – Area: centre of town

Attraction – No offer – Type: entertainment

Attraction – Request – Area: ?

Attraction – Inform – Choice: 11

Attraction – Inform – Type: museums

Attraction – Inform – Name: Broughton House Gallery

Attraction – Inform – Address: 98 King street

Attraction – Inform – Price: free

Structured Responses 

 to generate fluent and informative natural responses to the end user

 to maintain structured internal states such as dialogue acts for search optimization

internal search states
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Can you see if there are any entertainment 
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Unfortunately, there are no entertainment 

attractions in the centre of town. Is there a 

different area of town that would work for you?

What about a museum?

Yes, there are 11 museums. I 'd recommend 
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Attraction – No offer – Area: centre of town

Attraction – No offer – Type: entertainment

Attraction – Request – Area: ?

Attraction – Inform – Choice: 11

Attraction – Inform – Type: museums

Attraction – Inform – Name: Broughton House Gallery
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Structured Responses 

 to generate fluent and informative natural responses to the end user

 to maintain structured internal states such as dialogue acts for search optimization

internal search states

Why Co-Generation?
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Existing methods: Pipelined methods (modular)
 Traditional methods: a pipeline with several separated modules.

Yes, there are 11 museums. I 'd 

recommend Broughton House Gallery. 

It 's at 98 King Street and has free 

entrance. Would that work for you ?

Attraction – Inform – Choice: 11

Attraction – Inform – Type: museums

Attraction – Inform – Name: Broughton House Gallery

Attraction – Inform – Address: 98 King street

Attraction – Inform – Price: free

Dialogue Acts 𝑎𝑡Dialogue History 𝑆𝑡

Natural Language 

Understanding (NLU)

Belief State

Attraction: {

Area = centre;

Type = entertainment;

Type = museum

}

External DB

Name Type Area Fee …

Broughton 

House 

Gallery
museum centre free ..

Castle 

Galleries
museum centre free …

… … … … …

Dialogue Policy 

Learning (POL)

Natural Language 

Generation (NLG)

Natural Response 𝑟𝑡

 Information loss: e.g., utterances in history are no longer available when generating natural responses

 Error propagation: e.g., error occurs in dialogue acts prediction may mislead following response generation

SFN
(Mehri et al., 2019)
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Existing methods: Pipelined methods (language modeling)

 Language modeling methods: benefit from pretrained transformer-based models.

 e.g., BERT (Devlin et al., 2019) and GPT-2 (Radford et al., 2019)

 connect dialogue history, states, dialogue acts, and responses to a long sequence

 Error propagation still exists from 

dialogue acts to response

 Uni-direction: the model is unable to 

foresee the future of the conversation.

e.g., The reflections from the latter-

generated responses are unable to benefit 

the former-generated acts.

SimpleTOD 
(Hosseini-Asl et al., 2020)

Dialogue Context
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Existing methods: End-to-end methods

 Sequence-to-sequence models

 learn the mapping from dialogue context to natural response in an end-to-end manner

 from basic neural recurrent models e.g., RNN, Bi-LSTM to advanced ones e.g., DialoGPT (Zhang et al,. 2020)

 Omit dialogue acts: fail to maintain search states, and this usually results in low inform rate & success rate.

Context Encoder

Yes There are 11 …

Response Decoder

Inform Rate: measures whether correct entities has been provided (e.g., correct museum)

Success Rate: measures whether the requested information has been fulfilled (e.g., the address of the museum)  
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Existing methods: End-to-end methods (RL–applied)

 Reinforcement learning (RL): finetune Supervised learning (SL)-pretrained model

 RL (Williams, 1992) is a general-purpose framework for decision-making

 Goal: let an agent to select actions that maximize the future rewards received from the environment

Agent

(conversational 

search system)

Environment

(conversations)

actiont

(generate a response)

statet

(dialogue progress)

rewardt

(success rate)

 Use success rate as the reward to optimize the model towards task completion
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Existing methods: End-to-end methods (RL–applied)

 Word-level RL (Li et al., 2016)

 Latent Act RL: variational autoencoder (VAE)  -LaRL, LAVA, HDNO (Zhao et al., 2019; Lubis et al., 2020; Wang et al., 2020)

 Large action space (whole vocabulary) and long trajectory 

 Explicitly ignore the structured dialogue acts
 Hinder search optimization, e.g., query execution or error debugging
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Co-Generation

 Treat structured dialogue act as another sequence generation task

 Combine it with natural response generation in multitask learning setting

Context Encoder

𝑆𝑡𝑎𝑡𝑒 𝑉𝑒𝑐𝑡𝑜𝑟
Yes, there are 11 museums. I 'd recommend 

Broughton House Gallery. It 's at 98 King Street 

and has free entrance. Would that work for you ?

Natural Response 𝑟𝑡

Attraction – Inform – Choice: 11

Attraction – Inform – Type: museums

Attraction – Inform – Name: Broughton House Gallery

Attraction – Inform – Address: 98 King street

Attraction – Inform – Price: free

Dialogue Acts 𝑎𝑡

 Obtain structured dialogue acts as internal search states

 Reduce error propagation on natural response generation from dialogue acts

 Decease information loss from context to both responses
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Co-Generation

 Treat structured dialogue act as another sequence generation task

 Combine it with natural response generation in multitask learning setting

Context Encoder

𝑆𝑡𝑎𝑡𝑒 𝑉𝑒𝑐𝑡𝑜𝑟
Yes, there are 11 museums. I 'd recommend 

Broughton House Gallery. It 's at 98 King Street 

and has free entrance. Would that work for you ?

Natural Response 𝑟𝑡

Attraction – Inform – Choice: 11

Attraction – Inform – Type: museums

Attraction – Inform – Name: Broughton House Gallery

Attraction – Inform – Address: 98 King street

Attraction – Inform – Price: free

Dialogue Acts 𝑎𝑡

 Obtain structured dialogue acts as internal search states

 Reduce error propagation on natural response generation from dialogue acts

 Decease information loss from context to both responses

How Co-Generation?
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Co-Generation: MarCo

 MarCo (Wang et al., 2020): uses dynamic attentions from dialogue acts to natural response

 Interrelationships between two responses are only modeled locally 

 Hard to realize the required synchronization between the two decoder branches 

due to different sequence lengths



 In the main stream: Encode context: 
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Co-Generation: Co-Gen (Our solution)

 Training Scheme:     1) SL Pretraining        2)RL Finetuning

Context Encoder 𝜽

𝑐𝑜𝑛𝑒𝑡𝑥𝑡 𝑐𝑡

𝒛

MLP

𝜇

Σ

𝜇

Yes There are … ?

Response Decoder

𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑟𝑡

Attrac-
tion

Inform Choice … Price

Dialog Act Decoder

𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒 𝑎𝑐𝑡𝑠 𝑎𝑡

 We assume the latent variable 𝒛 is sampled from a multivariate Gaussian distribution:

Gaussian
Connector

 Two decoder branches from 𝒛, for which we also use GRU cells: 𝒄 → 𝒛 → 𝒂 𝒄 → 𝒛 → 𝒓

𝑠ℎ𝑎𝑟𝑒𝑑
𝑙𝑎𝑡𝑒𝑛𝑡 𝑠𝑝𝑎𝑐𝑒



posterior

 Two auxiliary streams: two VAE tasks for 𝑎 and 𝑟
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Co-Generation: Co-Gen (Our solution)

 Training Scheme:     1) SL Pretraining        2)RL Finetuning

Context Encoder 𝜽

𝑐𝑜𝑛𝑒𝑡𝑥𝑡 𝑐𝑡

𝒛

Attrac-
tion

Yes There are … ?

Response Decoder

Inform Choice … Price

𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑟𝑡

Dialog Act Decoder

𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒 𝑎𝑐𝑡𝑠 𝑎𝑡

 For example, on the Act VAE stream: 𝒂 → 𝒛𝒂 → 𝒂

𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒 𝑎𝑐𝑡𝑠 𝑎𝑡

Attrac-
tion

Inform Choice … Price

Dialog Act Encoder 𝝋

𝒛𝒂

KL 
divergence

to regularize 𝒄 → 𝒛 → 𝒂

Use the learned posterior                  as informed prior

-> shape 𝒛 by 𝒛𝒂

𝑠ℎ𝑎𝑟𝑒𝑑
𝑙𝑎𝑡𝑒𝑛𝑡 𝑠𝑝𝑎𝑐𝑒



𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒 𝑎𝑐𝑡𝑠 𝑎𝑡

 Two auxiliary streams: two VAE tasks for 𝑎 and 𝑟
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Co-Generation: Co-Gen (Our solution)

 Training Scheme:     1) SL Pretraining        2)RL Finetuning

Context Encoder 𝜽

𝑐𝑜𝑛𝑒𝑡𝑥𝑡 𝑐𝑡

𝒛

Attrac-
tion

Yes There are … ?

Response Decoder

Inform Choice … Price

𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑟𝑡

Dialog Act Decoder

𝑑𝑖𝑎𝑙𝑜𝑔𝑢𝑒 𝑎𝑐𝑡𝑠 𝑎𝑡

Attrac-
tion

Inform Choice … Price

Dialog Act Encoder 𝝋

𝒛𝒂

KL 
divergence

Yes There are … ?

Response Encoder 𝝓

𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑟𝑡

𝒛𝒓

KL 
divergence

𝒂 → 𝒛𝒂 → 𝒂 𝒓 → 𝒛𝒓 → 𝒓



 Main stream from context and two auxiliary streams for 𝑎 and 𝑟
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Co-Generation: Co-Gen (Our solution)

 Training Scheme:     1) SL Pretraining        2)RL Finetuning

𝒂 → 𝒛𝒂 → 𝒂

𝒄 → 𝒛 → 𝒂

𝒓 → 𝒛𝒓 → 𝒓

𝒄 → 𝒛 → 𝒓

 We want the VAEs to capture global generative factors from:

 Dialogue acts: e.g., intent and domain information

 Natural responses: e.g., useful utterance patterns

 Global semantic associations



 Asynchronous RL:  updates happen for the encoder parameters and the decoder parameters in turn

 Training Scheme:     1) SL Pretraining        2)RL Finetuning
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Co-Generation: Co-Gen (Our solution)

Reward
1. Success Rate
2. BLEU score

↔
ground-

truth 
𝒂 & 𝒓

 On the shared latent space z: 

calculated by success rate: whether the requested information has been fulfilled  

 On the decoder part: 

further incorporate a weighted BLEU score:  n-gram similarity, the fluency of generated responses
(Papineni et al., 2002)



 Training Scheme:     1) SL Pretraining        2)RL Finetuning
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Co-Generation: Co-Gen (Our solution)

 Foresee the future of the conversation

 BLEU score as additional reward

 it is less likely that the decoder will be overwhelmed by task completion metrics

 Optimize towards both task completion and language naturalness

Reward
1. Success Rate
2. BLEU score

↔

ground-truth

𝑠ℎ𝑎𝑟𝑒𝑑
𝑙𝑎𝑡𝑒𝑛𝑡 𝑠𝑝𝑎𝑐𝑒



 Datasets: MultiWoz 2.0 (Budzianowski et al., 2018) and MultiWoz 2.1 (Eric et al., 2019): > 10,000 dialogues & 7 domains

19

Experiment Results: Co-Gen (Our solution)

 Results on natural language responses

 Combine Score = BLEU + 0.5 * (Inform + Success) (Budzianowski et al., 2018)

 Co-Gen achieves the best performance regarding the overall performance

 leads the board on the combine score in the official records1

1. https://github.com/budzianowski/multiwoz
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Experiment Results: Co-Gen (Our solution)

 Results on natural language responses

 Methods without RL process: 

 They obtain relatively lower results especially regarding task completion metrics.

 Datasets: MultiWoz 2.0 (Budzianowski et al., 2018) and MultiWoz 2.1 (Eric et al., 2019): > 10,000 dialogues & 7 domains

 Combine Score = BLEU + 0.5 * (Inform + Success) (Budzianowski et al., 2018)
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Experiment Results: Co-Gen (Our solution)

 Results on natural language responses

 Compared with other RL-applied methods:

 Co-Gen achieves a more balance results, with considerable task completion and good BLEU score

 Datasets: MultiWoz 2.0 (Budzianowski et al., 2018) and MultiWoz 2.1 (Eric et al., 2019): > 10,000 dialogues & 7 domains

 Combine Score = BLEU + 0.5 * (Inform + Success) (Budzianowski et al., 2018)



 Human evaluation compared with HDNO (Wang et al., 2020)
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Experiment Results: Co-Gen (Our solution)

 Results on natural language responses



 Act F1: measures act coverage accuracy as (domain – action – slot) tuples (Wang et al., 2020, Chen et al., 2019)

 Entity F1: measures entity coverage accuracy that appears in generated response (Wen et al., 2017)

 eg.,  true restaurant name, or its placeholder in delexicalized results
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Experiment Results: Co-Gen (Our solution)

 Results on dialogue acts as structured responses

2

2. The evaluation script of UBAR does not differentiate entity domains hence largely inflates the result. This number is thus not comparable to others.

 Co-Gen obtains more accurate structured responses as internal search states

(Chen et al., 2019)



 Semantic meanings of the shared latent space z

 cluster the latent vectors in testing dataset

 project them with t-SNE graph
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Experiment Results: Co-Gen (Our solution)
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Summary: 
Structured and Natural Responses Co-Generation for Conversational Search

 SL: auxiliary tasks are used for regularization of the co-generation

 RL : towards both search task completion and language fluency

 generating informative and fluent natural responses

 maintaining structured act states for search optimization

 Thank you for your listening! 

 Q & A  (Email: chenchenye.ccye@gmail.com)


