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Context-aware Event Forecasting 
via Graph Disentanglement

Motivation

Approach

Experiments

Motivation 1: Most current events fall in the coarse-grained and higher level types of 
the ontology, while more informative fine- grained events are fewer. 

Please contact the authors to access the code and data via email (Yunshan Ma: yunshan.ma@u.nus.edu, Chenchen Ye: ccye@cs.ucla.edu) https://github.com/yecchen/SeCoGD

Motivation 2: Out-of-ontology and diverse contexts affect events. Context can provide more 
fine-grained information to enhance the event forecasting performance. 

We introduce context into existing event
representation as supplementary information and
define a novel task named context-aware event
forecasting. We associate each event with a
categorical context, elaborating the event’s
occurrence situation or condition. Then each
event is extended from a quadruple to a
quintuple, i.e., (𝑠𝑠, 𝑟𝑟, 𝑜𝑜, 𝑡𝑡, 𝑐𝑐), where 𝑐𝑐 denotes the
context.
We borrow the idea from graph disentanglement
representation learning and propose a general
framework SeCoGD (Separation and Collaboration
Graph Disentanglement), for context-aware event
forecasting. It consists of two stages: separation
and collaboration. The separation stage includes
the context-aware graph disentanglement and
context-specific modeling modules, and the
collaboration stage comprises the cross-context
modeling and context-aware prediction modules.

The overall performance comparison between SeCoGD and three types of baselines, including 1) static KG completion
methods, 2) temporal KG forecasting methods, and 3) temporal event forecasting methods with texts. Our method 
outperforms all the baselines on all three datasets. 

Study of the cross-context modeling and context-aware 
prediction. From the results, we can see that the results of 
removing either relation or entity hypergraph are worse 
than SeCoGD but better than that of removing both, 
demonstrating the efficacy of both hypergraphs. 

Study of using alternative context generation methods. We 
find that alternative automatic approaches are also 
workable for our framework 

Case study on three datasets. In each sub-figure, the context number K is set as three, the top shows the word cloud of each context, and the bottom illustrates several exemplar forecasting 
results by SeCoGD and RE-GCN. From word clouds, we observe rich information within each context and clear content differences among contexts. For example, each context in the EG 
dataset covers background information such as popular actors, important cities, and critical actions; meanwhile, they are about economic, military, and political events respectively.
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