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Background
Why event forecasting?

Pandemic Outbreak Civil Unrest International Conflict

• SARS-2003: infected over 8,000 people 
and caused 774 deaths.

• H1N1-2009: low mortality rate than 
anticipated, but Singapore’s overaction 
leads to large economic losses.

• COVID-2019: infected billions globally, 
resulting in millions of deaths.

What if…
• Pandemic severity is predicted to 

avoid loss of life or economic loss. 
• Spread ability is estimated to help 

the government formulate lockdown 
policies in advance. 

• Arab Spring: Protests and uprisings in 
the Middle East and North Africa, 
leading to regime changes.

• Hong Kong Protests: Pro-democracy 
demonstrations against a proposed 
extradition bill, leading to tensions 
between HK and mainland China.

What if…
• Riot signs are detected to implement 

policies before they escalate.
• Protest’s magnitude is estimated to 

prepare businesses and infrastructure 
for potential disruptions. 

• Gulf War: A conflict initiated by Iraq’s 
invasion of Kuwait, leading to a US-led 
coalition intervention.

• Arab-Israeli War: A series of conflicts 
between Israel and neighboring Arab 
countries, primarily involving  Egypt, 
Jordan and Syria.

What if…
• Regions are identified to enable 

targeted interventions and monitoring.
• Preventive diplomacy is implemented 

to engage in early dialogue and 
mediation to avert conflicts.
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Background
What is event forecasting?

Task: Predict which entity will have a given relation together with a given entity at a 
certain future timestamp

Each event is represented as a quadruple (subject, event type, object, timestamp), all the events along 
the timeline demonstrate a a temporal knowledge graph.

Formal definition: Given query (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑠𝑠𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠 𝑠𝑠𝑡𝑡𝑡𝑡𝑠𝑠, ? ) at current timestamp 𝑠𝑠, and 
history graph sequence 𝐺𝐺𝑡𝑡−𝑘𝑘, … ,𝐺𝐺𝑡𝑡−2, 𝐺𝐺𝑡𝑡−1 , predict o𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 related to this query.

time

𝑠𝑠
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𝑠𝑠𝑠𝑠 − 1𝑠𝑠 − 2𝑠𝑠 − 3
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• Most current events fall in the coarse-grained 
and higher level types of the ontology, while 
more informative fine-grained events are fewer.

• Out-of-ontology and diverse contexts affect 
events. Context can provide more fine-grained 
information to enhance the event forecasting 
performance.

Motivation

hierarchical event ontology

(a) Ontology and event distribution over different levels
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Motivation
Use context information to disentangle the event graph
Data in Context-aware Event Forecasting Tasks:

Context-aware Event Forecasting Methods:
Predict using Temporal Knowledge Graphs.
Enhance prediction with Associated Context Data.

New problem definition: Given query 
(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝑟𝑟𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠𝑟𝑟𝑜𝑜𝑒𝑒, ? , 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄) at current 
timestamp 𝑠𝑠, and history graph sequence 
𝐺𝐺𝑡𝑡−𝑘𝑘, … ,𝐺𝐺𝑡𝑡−2, 𝐺𝐺𝑡𝑡−1 , predict o𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 related to 

this query.
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Proposed Method: Overview

Motivation: Utilizing the out-of-ontology context to disentangle representations.

SeCoGD: Context-aware Event Forecasting via Graph Disentanglement
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Proposed Method

Use context as a prior guide to disentangle the event graph

Context-aware Graph Disentanglement:

(a) Given K context topics, separate the 
original graph 𝐺𝐺𝑡𝑡 into K subgraphs using LDA 
(Latent Dirichlet Allocation) topic model:

𝐺𝐺𝑡𝑡  → 𝐺𝐺𝑡𝑡
𝑐𝑐1 , … ,𝐺𝐺𝑡𝑡

𝑐𝑐𝑘𝑘 , … ,𝐺𝐺𝑡𝑡
𝑐𝑐𝐾𝐾

(b) Each subgraph can be denoted as:

 𝐺𝐺𝑡𝑡
𝑐𝑐𝑘𝑘= 𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛, 𝑜𝑜𝑛𝑛 , 𝑠𝑠𝑘𝑘 , 𝑠𝑠 𝑛𝑛=1

𝑁𝑁𝑡𝑡
𝑐𝑐𝑘𝑘

 ,
      where 𝑁𝑁𝑡𝑡

𝑐𝑐𝑘𝑘 is the number of events in 
timestamp 𝑠𝑠 with in the context 𝑠𝑠𝑘𝑘.

Stage 1 - Separation

𝒄𝒄 − 𝟐𝟐 𝒄𝒄 − 𝟏𝟏 𝒄𝒄

event 
graph



© Copyright National University of Singapore. All Rights Reserved. 

Proposed Method

Learn evolving patterns under corresponding context 

Context-specific Modeling:

(a) Concurrent event modeling:

Stage 1 - Separation

𝒄𝒄 − 𝟐𝟐 𝒄𝒄 − 𝟏𝟏 𝒄𝒄

event 
graph

REGCN

context-specific 
modeling

REGCN

REGCN

𝐄𝐄𝑐𝑐1

𝐄𝐄𝑐𝑐2

𝐄𝐄𝑐𝑐3

𝐑𝐑𝑐𝑐1

𝐑𝐑𝑐𝑐2

𝐑𝐑𝑐𝑐3
(b) Temporal pattern modeling:
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Proposed Method

Even though the same entity demonstrates different characteristics in various contexts, 
these contexts are not independent but correlated with each other.

Stage 2 - Collaboration

Cross context Modeling: 

Hypergraph propagation: Multi-layer message passing 
�𝐄𝐄𝑐𝑐1ℎ1 ℎ2

entity
hypergraph

𝑟𝑟1 𝑟𝑟2

relation
hypergraph

�𝐑𝐑𝑐𝑐1

𝐄𝐄𝑐𝑐1

𝐄𝐄𝑐𝑐2

𝐄𝐄𝑐𝑐3

𝐑𝐑𝑐𝑐1

𝐑𝐑𝑐𝑐2

𝐑𝐑𝑐𝑐3

�𝐄𝐄𝑐𝑐2

�𝐑𝐑𝑐𝑐2

�𝐄𝐄𝑐𝑐3

�𝐑𝐑𝑐𝑐3
𝐶𝐶𝑣𝑣  are all the contexts that the entity 𝑒𝑒 has been in
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Proposed Method

For context-aware prediction, we utilize ConvTransE to capture cross-context knowledge:

Stage 2 - Collaboration

𝑠𝑠 are the representation for query 𝑠𝑠 and 𝑟𝑟

The predicted object is presented as:

We employ cross-entropy loss to optimize the whole 
framework in an end-to-end fashion:

Where 𝑇𝑇 is the total number of timestamps in the training set, and 
𝑡𝑡𝑠𝑠,𝑟𝑟,𝑡𝑡+1,𝑐𝑐 is the one-hot representation of ground-truth object 𝑜𝑜
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Proposed Method: Overview

The overall framework of SeCoGD:
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Experiments and Analysis
Datasets construction

The three datasets are diverse in both international roles and statistical characteristics.

• Crop three subsets of GDELT according to the regions of the events, i.e., Egypt (EG), Iran (IR), and 
Israel (IS), spanning from February 2015 to March 2022.

• Keep events with valid news URLs and from famous news agencies.
• We take the one-day time interval and collapse the 15 minutes-level timestamps of events on the 

same day to the day-level timestamp.

Datasets statistics
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Experiments and Analysis
Performance Comparison

• RE-GCN is the strongest baseline, even better than temporal event forecasting models with text information.
• Graph disentangle models do not perform well, indicating the importance of using context information as a prior guide.
• Our proposed SeCoGD performs better than RE-GCN by a large margin.

Static KG Methods 

Temporal KG Methods 

Text-based Methods

Disentangled Methods
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Experiments and Analysis
Ablation Study

Study of the separation stage:

• CompGCN and RGCN perform similarly to each other on the three datasets, showing that our framework 
is not sensitive to relational modeling models.

• Longer historical length can yield better performance but take extra computational costs.

Results of using different graph kernels. Results of with different historical length 𝐷𝐷.
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Experiments and Analysis
Ablation Study

• Remove either relation or entity hypergraph are worse than SeCoGD but better than that of 
removing both, demonstrating the efficacy of both hypergraphs. 

• The performance drop of removing the entity hypergraph is generally larger than that of 
removing the relation hypergraph, implying that the collaboration of entities is more valuable.

Study of the collaboration stage:

Study of the cross-context modelling and context-aware prediction 
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Experiments and Analysis
Ablation Study

• RE-GCN performs much worse than SeCoGD.
• The specification of the proper context during inference is crucial to SeCoGD, justifying our 

hypothesis that the context plays a pivotal role in accurate event forecasting.

Study of the collaboration stage:

Study of alternative context generation methods. 
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Experiments and Analysis
Case Study

• Each context in the EG dataset covers background information such as popular actors, important 
cities, and critical actions.

• Topics are prone to economic, military, and political events, respectively.
• The case study demonstrates the flexibility in depicting the event by context.

In each sub-figure, the context number 𝐾𝐾 is set as three, the top shows the word cloud of each context, 
and the bottom illustrates several exemplar forecasting results by SeCoGD and RE-GCN.
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Conclusion

Contributions:
• We highlight the importance of diverse contexts in event forecasting and propose a novel task 

of context-aware event forecasting.
• We build a novel framework SeCoGD, and the two-stage design of separation and 

collaboration is effective in capturing the complex patterns in the multi-context scenario.
• We build three datasets based on GDELT to facilitate current and future studies for context-

aware event forecasting. Our method significantly outperforms SOTA methods on the three 
datasets.

Future Works:
• Investigate the use of human-generated contexts (e.g., tags and categories) and more effective 

approaches for mining beneficial patterns from raw texts to improve context generation.
• Explore advanced graph disentanglement methods to enhance the performance of the 

SeCoGD framework and better separate event graphs and collaborate among contexts.
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THANK YOU
Please contact the author via email to access the code and dataset or ask any questions.
Yunshan Ma: yunshan.ma@u.nus.edu 
Chenchen Ye: chenchenye.ccye@gmail.com
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